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Goal 
• Focus on semantic evaluation of common word embeddings 

approaches for spoken language understanding task 

- with the aim of building a fast, robust, efficient and simple SLU system. 

• Investigate the use of two different data sets to train the 
embeddings: small and task-dependent corpus or huge and out 
of domain corpus 

• evaluate different benchmark corpora ATIS, SNIPS, M2M, and 
MEDIA
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Natural/Spoken language 
understanding task 

- Produce a semantic analysis and an formalization of the user’s utterance

- SLU is often divided into 3 sub-tasks: domain classification, intent classification, 
and slot-filling (concept detection)

38

✤ Intégration de la mesure de confiance (MC) dans un système de compréhension de la 
parole (SLU) appliqué aux données MEDIA

Système de détection d’erreurs 
Évaluation d’une mesure de confiance 
Gestion des erreurs pour la compréhension de la parole 

Embeddings linguistiques et acoustiques
Mesure de similarité combinant les word embeddings linguistiques et acoustiques
Enrichissement de réseau de confusion
 

GESTION DES ERREURS POUR 
LA COMPRÉHENSION DE LA PAROLE

Train
Dev
Test

✤ Corpus MEDIA
✦ 1257 dialogues en Français
✦ Réservations hôtelières
✦ 74 concepts sémantiques

Hyp je veux réserver une chambre
Concept commande nombre objet

Label commande-B commande-I commande-I nombre-B objet-B

Valeur réservation 1 chambre

✤ Tâche SLU : 

1. Introduction
2. Représentation continue d’un mot : Word embedding
3. Approche neuronale pour la détection automatique d’erreurs
4. Cadres applicatifs 
5. Conclusions et perspectives

• Example
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Word Embeddings

• Context independent embeddings :


- Skip-gram, CBOW, GloVe, FastText


• Contextual embeddings


- ELMO
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Word Embeddings 
Context independent
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- Calcul d’une matrice de co-occurence X
- Factorisation de X pour obtenir les word embeddings

GloVe [J. Pennington et al. 2014]

CBOW
 [T. Mikolov et al. 2013]

Skip-gram 
[T. Mikolov et al. 2013]

N-gram features 
of the word w(t)

FastText
[P. Bojanowski et al. 2017]



Contextual Word 
Embeddings

• Embeddings from Language Models: ELMo 
- Learn word embeddings through building bidirectional language 

models (biLMs) 
‣ biLMs consist of forward and backward LMs 
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• ELMo can models: 
- Complex characteristics of word use (e.g., syntax and semantics) 

- How these uses vary across linguistic contexts (i.e., to model polysemy)


•  ELMo differ from previous word embeddings approaches:

-   Each token is assigned a representation

Contextual Word 
Embeddings
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 Data:

Experiments : Data and 
Results

Corpus ATIS MEDIA SNIPS SNIPS70 M2M
vocab. 1117 2445 14354 4751 900
#tags 84 70 39 39 12

train size 4978 12908 13784 2100 8148
test size 893 3005 700 700 4800

Table 1. Benchmark corpora description

3.2. Experimental setup

3.2.1. Word embeddings training

Besides studying the performance of the different embeddings
approaches, we are interested in the impact of the corpora
used for their training: small and task-dependent corpus or
huge and out-of-domain corpus.
For small and task-dependent corpus we used the training part
of the benchmarks. In addition, we kept all the words due
to the small data size. For huge and out-of-domain corpus
we used Wikipedia dumps (WIKI) in English and French,
which are composed respectively of 2 billion and 573 mil-
lion of words. Note that words occurring less than 5 times
have been discarded, resulting in a vocabularies sizes of 923k
words for French and for 2 million words for English. The
common parameters used to train Skip-gram, CBOW, GloVe
and FastText are: window size = 5, negative sampling = 5,
dimension = 300. They have been selected based on previous
studies [14, 15]. For the ELMo embeddings we used the de-
fault parameters 1. The dimension of the resulting ELMo em-
beddings is equal to 1024, which corresponds to the weighted
average of all biLM layers.
As the training of ELMo on Wikipedia data from scratch takes
a lot of time (more than 1 month on one GPU), we decided
to used the publicly available pre-trained models 2, which are
trained on 20-million-words data randomly sampled from the
raw text released by the CoNLL 2018 shared task [23].

3.2.2. SLU model

The SLU model used in this study is based on the pytorch
NeuroNLP2 implementation3 [24], which is a BiLSTM (Bidi-
rectional long short-term memory) network, that has been
proven to be relevant to model output dependencies on ME-
DIA and ATIS data [3, 4, 5]. The network is composed of
two hidden layers of n hidden units, followed by a Softmax
output layer.
For our experiments we made some hyper-parameters tun-
ing by varying the size of the BiLSTM hidden layers n 2
{128, 256, or512} and the batch size b 2 {16, 32, 64}. The
feature set fed to the network is composed only of the word
embeddings of size d 2 {1024, 300} according to the em-

1https://github.com/allenai/bilm-tf
2https://github.com/HIT-SCIR/ELMoForManyLangs
3https://github.com/XuezheMax/NeuroNLP2

bedding approach as mentioned in section 3.2.1. Note that
for test corpus, the out of vocabulary (OOV) words are repre-
sented by null vectors, except for FastText and ELMo, which
are able to predict vectors for OOV words. The word embed-
dings have been frozen during training, in order to evaluate
the performance of the different embeddings on SLU task, as
it has been shown in [25] that fine-tuned different word em-
beddings show very similar performance and provide compa-
rable results.

3.3. Quantitative evaluation

In this section, we provide the quantitative results for all the
benchmark corpora, by comparing the different embeddings
approaches trained on small and task-dependent (in domain)
corpus and on huge and out-of-domain corpus (WIKI English
or French). The results are evaluated using the standard eval-
uation metrics: F-measure F1 computed by conlleval 4 eval-
uation script that consider a segment correct if both bound-
aries and class are correct. In addition, we used Wilcoxon
signed-rank test 5 to evaluate the significance of the results.
The result is significant if the P-value 6 is lower than 0.05.

Results, summarized in Table 2, show that when the em-
beddings are trained on task-dependent data, GloVe signifi-
cantly achieves the best results on all the benchmark corpora
except ATIS. This is mainly due to the fact that GloVe, being
a count-based approach, is not impacted by the small size of
the training corpus, and can takes advantage of global con-
text even if the training corpus is small. FastText achieves the
lowest results on the five corpora. It seems that FastText is the
most impacted approach by the small corpus size.

In addition, the embeddings trained on huge and out-of-
domain corpus yields to better results than the ones trained
on small and task-dependent corpus for all the benchmark
corpora. Each of these embeddings is better in one of those
benchmark corpora except CBOW that achieves the best re-
sults on ATIS and SNIPS70. We notice that increasing the
data size and changing the domain have a big impact on Fast-
Text and yields to significant improvements varying from 9.8
to 41.56 points of F1. FastText achieves the best results on
SNIPS. Another result is that context independent approaches
outperform significantly the contextual embeddings (ELMo)
on all the benchmark except for MEDIA where ELMo out-
performs slightly (not significantly) CBOW.

Finally, as we mentioned before, the five benchmark cor-
pora are ranked according to their level of difficulty for sys-
tem development, however the performance of the embed-
dings is independent of the corpora difficulty. This can be
explained by the fact that this difficulty is located at a level
that does not seems to be directly modeled by the word em-
beddings approaches.

4https://github.com/tpeng/npchunker/blob/master/conlleval.pl
5https://en.wikipedia.org/wiki/Wilcoxon_signed-rank_test
6the probability that there is no difference between the samples

• ATIS: concerns flight information

• MEDIA: hotel reservation and information

• M2M: restaurant and movie ticket booking. 

• SNIPS : multi-domain dialogue corpus collected by the SNIPS company: 7 

in-house tasks such as Weather information, restaurant booking, managing 
playlist, etc. 


• SNIPS70 : sub-part of the SNIPS corpus, in which the training set is limited 
to 70 queries per intent randomly chosen. 
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Word embeddings training: 

Experiments : Data and 
Results

• Studying the impact of the corpora used to train the 
embeddings: 

- small and task-dependent corpus 


- huge and out-of-domain corpus. 


‣ ELMo: using pre-trained models

!9



SLU model

Experiments : Data and 
Results

• b-LSTM 

• Composed of 2 hidden layers 


• Fed with only word embeddings
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Quantitative evaluation:

Experiments : Data and 
Results

!11

task-dependent Out-of-domain
Bench. ELMo FastText GloVe Skip-gram CBOW ELMo FastText GloVe Skip-gram CBOW
M2M 88.89 72.13 92.54 88.87 89.39 91.14 93.01 91.77 93.19 92.13
ATIS 94.38 85.72 92.95 90.84 91.87 94.93 95.52 95.35 95.62 95.77
SNIPS 78.68 76.35 87.40 82.10 83.94 90.29 94.85 93.90 94.43 94.05
SNIPS70 53.06 38.19 63.65 47.11 49.76 75.19 79.75 78.68 78.90 80.13
MEDIA 80.26 71.73 82.66 80.01 79.57 86.42 85.30 85.11 85.95 86.06

Table 2. Tagging performance of different word embeddings trained on task-dependent corpus (ATIS, MEDIA, M2M, SNIPS
or SNIPS70) and on huge and out-of-domain corpus (WIKI English or French) on all benchmark corpora in terms of F1 using
conlleval scoring script (in %)

3.4. Qualitative evaluation

To perform a visual evaluation of the word representations
we computed the t-SNE representations of the data sets trans-
formed using the various embedding methods. For a given
method and task, we compared the t-SNE obtained using em-
beddings learned on a small in-domain corpus versus a large
general corpus (WIKI). This visual evaluation concerns the
words that carry out frequent semantic tags that have an F1
score lower than the median. An example on MEDIA (top)
using ELMo and on SNIPS70 using Skip-gram (bottom) is
given in Figure 1. When comparing the representations, we

MEDIA WIKI

SNIPS70 WIKI

Fig. 1. t-SNE representations on MEDIA using ELMo and on
SNIPS70 using Skip-gram, showing the most frequent tags
that have F1 score below the median, when they are trained
on Media or SNIPS70 and Wikipedia data (WIKI)

observe that tags of the same types are more scattered on
the representation learned on the small in-domain corpus,
whereas they are more compact and clustered when using
the large and general corpus. This better separation between
terms may allow the downstream model to generalize more

efficiently. This phenomena is observed for all the embed-
dings on all the benchmark corpora.

We were also interested to the evaluation of computation
time needed to train and test the embeddings. For training
and test time, we observe that ELMo is the slowest one, how-
ever we can avoid training time by using pre-trained models.
Regarding to the obtained results, for example for MEDIA,
ELMo achieves the best results followed by CBOW which is
the fastest in terms of train and test time. As for dialog system
the SLU model has to be simple, robust, efficient and fast, in
this case CBOW is the adequate approach we can use.

4. CONCLUSIONS

This paper presented the evaluation of the word embeddings
on SLU task. In this study, we were interested in provid-
ing semantic evaluation of common word embeddings ap-
proaches (ELMo, FastText, GloVe, Skip-gram and CBOW).
We also investigated the use of two different data sets to train
the embeddings: small and task-dependent corpus or huge
and out-of-domain corpus. Experiments were carried out on 5
benchmark corpora (ATIS, SNIPS and SNIPS70, M2M, ME-
DIA), on which a relevance ranking was proposed in the liter-
ature. Experimental results show that embeddings trained on
huge and out-of-domain corpus yields to better results than
the ones trained on small and task-dependent corpus, since
huge and out-of-domain corpus can capture general seman-
tic and syntactic characteristics that remain relevant to SLU
tasks. A conclusion from these experimental results is that
the count-based approaches like GloVe are not impacted by
the lack of data. However CBOW, Skip-gram and especially
FastText need more data for training to be efficient. Each
of these embeddings is better in one of the benchmark cor-
pora except CBOW that achieves the best results on ATIS and
SNIPS70. The obtained results are interesting, since the em-
beddings are not tuned during training and we are not using
additional features, so those results can be easily improved.
Moreover, ELMo is the slowest one in terms of train and and
test time, and for downstream tasks (e.g. dialog system), it is
preferable to use the fastest embedding model that achieves
good performance.

• The embeddings trained on huge and out-of-domain corpus yields to 
better results than the ones trained on small and task-dependent corpus


• context independent approaches outperform significantly the contextual 
embeddings when they are trained on out-of-domain corpus

Tagging performance of different word embeddings trained on task-dependent corpus (ATIS, MEDIA, M2M, SNIPS or 
SNIPS70) and on huge and out of domain corpus (WIKI English or French) on all benchmark corpora in terms of F1 using 

conlleval scoring script (in %) 



SNIPS70 WIKI

Qualitative evaluation: 
Skip-gram

Experiments : Data and 
Results
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MEDIA WIKI

Qualitative evaluation: 
ELMo

Experiments : Data and 
Results
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Computation time:

Experiments : Data and 
Results
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• For training and test time, we observe that ELMo is the slowest one 

- we can avoid training time by using pre-trained models. 


• For MEDIA, ELMo achieves the best results followed by CBOW 
which is the fastest in terms of train and test time. 


• As for dialog system the SLU model has to be simple, robust, 
efficient and fast, in this case CBOW is the adequate approach we 
can use 



Conclusions
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• Evaluation of different word embeddings approaches on SLU task 


• Embeddings trained on huge and out-of-domain corpus yields to better results 
than the ones trained on small and task-dependent corpus


• Count-based approaches like GloVe are not impacted by the lack of data. 


- CBOW, Skip-gram and especially FastText need more data for training to be efficient. 


• Context independent approaches outperform the contextual embeddings 
(ELMo) when they are trained on out-of-domain corpus


• The obtained results are interesting, since the embeddings are not tuned during 
training and we are not using additional features, so those results can be easily 
improved.


• ELMo is the slowest one in terms of train and and test time, and for downstream 
tasks (e.g. dialog system), it is preferable to use the fastest embedding model that 
achieves good performance. 
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