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✤ Why error detection is still relevant ?
✦ MGB 2015 challenge results for ASR task on BBC data

Best 
Sys

CRIM/
LIUM

Sys1 Sys2 Sys3 LIUM Sys4 Sys5 Sys6 Sys7 Sys8 Sys9

Overall 
WER(%) 23.7 26.6 27.5 27.8 28.8 30.4 30.9 31.2 35.5 38.0 38.7 40.8
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✤ The ASR errors may due to the variability:
✦ Acoustic conditions, speaker, language style, etc.

✤ Impact of ASR errors:
✦ Information retrieval,
✦ Speech to speech translation,
✦ Spoken language understanding,
✦ Named entity recognition,
✦ Etc.

ASR error detection can help
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✤ Approaches based on Conditional Random Field (CRF):
✦ OOV detection [C. Parada et al. 2010]

• Contextual information
✦ Errors detection [F. Béchet & B. Favre 2013]

• ASR based, lexical and syntactic features
✦ Errors detection at word/utterance level [Stoyanchev et al. 2012]

• Syntactic and prosodic features

✤ Approach based on neural network:
✦ MLP for errors detection [T. Yik-Cheung et al. 2014]

• Complementary ASR systems, RNNLM, confusion network
✦ MLP furnished by a stacked auto-encoders for errors detection [S. Jalalvand et al. 2015]

• Confusion network, textual features

RELATED WORK (1/2)
ASR ERROR DETECTION

✦ MLP-Multi-stream for errors detection and confidence measure calibration [S. Ghannay et al. 2015]
• Combined word embeddings, syntactic, lexical, prosodic and ASR-based features 
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✤ f: speech segments → ℝn is a function for mapping speech segments to 
low-dimensional vectors.

words that sound similar = neighbors in the continuous space 

✤ Successfully used in: 
✦ Query-by-example search system [kamper et al, 2015, levin et al, 2013]
✦ ASR lattice re-scoring system [Bengio and Heiglod et al, 2014]
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RELATED WORK (2/2)
ACOUSTIC EMBEDDINGS



➡ Building acoustic word embeddings
➡ Evaluation of their impact on ASR errors detection
➡ Comparison of their performance to orthographic embeddings

‣ Evaluate whether they capture discriminative phonetic information
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Features (B-Feat.) are inspired by [F. Béchet & B. Favre 2013]  
and used in [S.Ghannay et al. 2015]

✤ Posterior probabilities
✤ Lexical features

• word length
• existence 3-gram

✤ Syntactic features
• POS tag
• word governors
• dependency labels

✤ Word

Combined word embeddings
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COMBINED WORD EMBEDDINGS
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w2vf-deps [O. Levy et al. 2014]

w
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Skip-gram [T. Mikolov et al. 2013]

✤ building a co-occurrence matrix
✤ estimating continuous representations 

of the words

GloVe [J. Pennington et al. 2014]

Evaluation and combination of word embeddings 
[S.Ghannay et al.  SLSP 2015, LREC 2016]

✤ ASR error detection
✤ NLP tasks
✤ Analogical and similarity tasks

➡ Combination of word embeddings through auto-encoder 
yields the best results

Skip-gram w2vf-deps GloVe

200-d

Skip-gram w2vf-deps GloVe

Combined 
word 

embeddings

Auto-encoder

1. Introduction 
2.ASR error detection system 
3. Acoustic embeddings 
4. Experimental results 
5. Conclusion



8

1. Introduction 
2. ASR error detection system 
3.Acoustic embeddings 
4. Experimental results 
5. Conclusion

Architecture 
Evaluation approaches 

Conclusions Et Perspectives

ACOUSTIC EMBEDDINGS
ARCHITECTURE

filter bank features
1 word = Vec 2300 D

bag of letter n-grams=
10222 tri-bi-1-grammes

Orthographic 
embedding o

acoustic word embedding aacoustic signal embedding s
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Embedding w-Embedding s
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...... .. .. .. .. .. .. ...... .. .. .. .. .. ..

bag of letter n-grams bag of letter n-grams

neural approach, we will use word embeddings which permit
us to take advantage of some generalizations extracted during
the construction of this continuous representation. Different ap-
proaches have been proposed to build word embeddings through
neural networks. These approaches can differ in the type of ar-
chitecture and the data used to train the model. Hence, they
can capture different types of information: semantic, syntac-
tic, etc. In our previous studies [5, 11], we evaluated differ-
ent kinds of word embeddings, including word2vecf on depen-
dency trees [12], skip-gram provided by word2vec [13], and
GloVe [14]. These evaluations were carried on ASR error de-
tection, natural language processing, analogical and similarity
tasks. We revealed that the combination of word embeddings
through auto-encoder yields the best results compared to the
other combination approaches (PCA and simple concatenation).
Based on the results of these studies, we propose to use the best
word embeddings (the three ones cited above) retained from the
evaluation task [11] and to combine them with auto-encoder as
in [5]. A detailed description of the word embeddings and the
combination approaches is presented in [11, 5].

3. Acoustic word embeddings

3.1. Building acoustic word embeddings

The approach we used to build acoustic word embeddings is
inspired from the one proposed in [8]. Word embeddings are
trained through a deep neural architecture, depicted in figure 1,
which relies on a convolutional neural network (CNN) classifier
over words and on a deep neural network (DNN) trained by us-
ing a triplet ranking loss [8, 15, 16]. This architecture was pro-
posed in [8] with the purpose to use the scores derived from the
word classifier for lattice rescoring. The two architectures are
trained using different inputs: speech signal and orthographic
representation of the word.
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and max 
pooling 
layers

fully 
connected 
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DNNCNN

Embedding w+
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Softmax

 O-

Embedding w-Embedding s

Lookup 
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...... .. .. .. .. .. .. ...... .. .. .. .. .. ..

Figure 1: Deep architecture used to train acoustic word embed-
dings.

The CNN is trained to predict a word given an acoustic se-
quence of T frames as input. It is composed of a number of
convolution and pooling layers, followed by a number of fully
connected layers which feeds into the final softmax layer. The
final fully connected layer just below the softmax one is called
embedding layer s (it was called e in [8]). It contains a compact
representation of the acoustic signal. This representation tends
to preserve acoustic similarity between words, such that words
are close in this space if they sound alike.

The idea behind using the second architecture is to be able
to build an acoustic word embedding from orthographic word
representation, especially in order to get an acoustic word em-
beddings for words not already observed in an audio speech
signal. More, a such acoustic word embedding derived from
an orthographic representation can be perceived as a canonical
acoustic representation for a word, since different prononcia-
tions imply different embeddings s.

Like in [8], orthographic word representation consists on a
bag of n-grams (n  3) of letters, composed of 10222 trigrams,
bigrams, and unigrams of letters, including special symbols [
and ] to specify the start and the end of a word. Then, we use an
auto-encoder to reduce the size of this bag of n-grams vector to
d-dimension. To check the performance of the resulting ortho-
graphic representation, a neural network is trained to predict a
word given this orthographic representation. It reaches 99.99%
of accuracy on the training set composed of 52k words of the
vocabulary, showing the richness of this representation.

Similar to [8], a DNN was trained by using the triplet rank-
ing loss [8, 15, 16] in order to project the orthographic word
representation to the acoustic embeddings s obtained from the
CNN architecture, which is trained independently. It takes as
input a word orthographic representation and outputs an embed-
ding vector of the same size as s. During the training process,
this model takes as inputs the acoustic embedding s selected
randomly from the training set, the orthographic representation
of the matching word o

+, and the orthographic representation of
a randomly selected word different to the first word o

�. These
two orthographic representations supply shared parameters in
the DNN.

We call t = (s, w

+
, w

�
) a triplet, where s is the acoustic

signal embedding, w

+ is the embedding obtained through the
DNN for the matching word, while w

� is the embedding ob-
tained for the wrong word. The triplet ranking loss is defined
as:

Loss = max(0,m�Sim

dot

(s, w

+
)+Sim

dot

(s, w

�
)) (1)

where Sim

dot

(x, y) is the dot product function used to com-
pute the similarity between two vectors x and y, and m is a
margin parameter that regularizes the margin between the two
pairs of similarity Sim

dot

(s, w

+
) and Sim

dot

(s, w

�
). This

loss is weighted according to the rank in the CNN output of the
word matching the audio signal.

The resulting trained model can then be used to build an
acoustic embedding (w+) from any word, as long as one can
extract an orthographic representation from it.

3.2. Evaluation

In the literature [6, 7], the evaluation of the acoustic word em-
beddings was conducted on a word discrimination task devel-
oped for this purpose [17]. This task consists on deciding
whether two words are similar or not based on their acoustic
representation. In [6, 7], the authors use two collections of
words (train and test) from the Switchboard English corpus for
the evaluation. For each pair of words in the test set the co-
sine distance is computed between their embeddings. The two
words are classified as similar or different by applying a thresh-
old on their distance, and a precision-recall curve is obtained by
varying the threshold.

In this study, we propose to build different evaluation sets
in French language in order to assess the acoustic word embed-
dings (w+) performances on orthographic and phonetic sim-
ilarity and homophones detection tasks. As a remainder, the

Inspired by [Bengio and Heiglod et al, 2014]
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ACOUSTIC EMBEDDINGS
EVALUATION APPROACHES (1/2)

✤ Measure: 
✦ Loss of orthographic information carried by acoustic word embeddings (a)
✦ Gain of acoustic information in comparison to the orthographic embeddings (o)

✤ Benchmark tasks: 
✦ Orthographic and phonetic similarity tasks
✦ Homophones detection task
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5. Conclusion
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ACOUSTIC EMBEDDINGS
EVALUATION APPROACHES (2/2)

List Examples

Orthographic très [tʁɛ]  près [pʁɛ] 7.5
très [tʁɛ]  tris [tʁi] 7.5

Phonetic très [tʁɛ]  frais [fʁɛ] 6.67
très [tʁɛ]  traînent [tʁɛn] 6.67

Homophone très [tʁɛ]  traie [tʁɛ]
très [tʁɛ]  traient [tʁɛ]

✤ Example of the three lists content: 

SER =
#Ins+#Sub+#Del

#symbols in the reference word

⇥ 100

Similarity score = 10�min(10, SER/10)

✤ Building three evaluation sets: 
✦ Lists of n x m word pairs

• n: number of frequent words
• m: number of words in the vocabulary

✦ Alignment of word pairs
• Orthographic representation (letters)
• Phonetic representation (phonemes)

✦ Edition distance and similarity score:

Architecture 
Evaluation approaches 

Conclusions Et Perspectives
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✤ Training data of acoustic word embeddings
✦ 488 hours of France Broadcast news (ESTER1, ESTER2 et EPAC)
✦ Vocabulary : 45k words and classes of homophones
✦ Occurrences : 5.75 millions

✤ Training of the ASR error detection systems
Automatic transcriptions of the ETAPE Corpus, generated by: 

✦ ASR: CMU Sphinx decoder
• acoustic models: GMM/HMM

✤ Training data of the word embeddings
Corpus composed of 2 billions of words:

✦ Articles of the French newspaper ”Le Monde”, 
✦ French Gigaword corpus,  
✦ Articles provided by Google News,
✦ Manual transcriptions: 400 hours of French broadcast news

Name #words 
REF

#words 
HYP WER

Train 349K 316K 25.3

Dev 54K 50K 24.6

Test  58K 53K 21.9

Description of the experimental corpus

EXPERIMENTAL DATA



✤ Similarity task
✦ Spearman’s Rank correlation coefficient 

✤ Homophone detection task
✦ Precision 

✤ Error detection task
➡    Neural architecture vs. CRF  

✦ Error label: Precision (P), Recall (R), and F-measure (F)
✦ Overall classification: CER (Classification error rate) 

EVALUATION METRICS
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 [F. Béchet & B. Favre 2013]

P =

PN
i=1 Pwi

N
Pw =

|LH found(w)|
|LH(w)|, where Pw is the precision of the word 
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Evaluation sets
✤ Data:

✦ Vocabulary of the audio training corpus 52k
✦ ASR vocabulary 160k

✤ Language:
✦ French

Evaluation results 

Tasks Metrics
52k Vocab. 160K Vocab.

o a o a

Orthographic 54.28 49.97 56.95 51.06

Phonetic 40.40 43.55 41.41 46.88

Homophone P 64.65 72.28 52.87 59.33

⇢
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Label error Global
CERCorpus Approaches P R F

Dev

NN (B-Feat.)
+ s 
+ s + a

70.50
71.98 
71.70

57.56
57.63
58.25 

63.38
64.01
64.28 

9.79
9.54
9.53 

CRF 68.11 55.37 61.08 10.38

Test

NN (B-Feat.)
+ s 
+ s + a

69.66
69.64
70.09

57.89
59.13 
58.92

63.23
63.95
64.02

8.07
7.99
7.94

CRF 67.69 54.74 60.53 8.56

Performance of acoustic word embeddings
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✤ Evaluation of acoustic word embeddings a in comparison to the orthographic o 
ones on:

✦ Orthographic and phonetic similarity tasks
✦ Homophones detection task

➡ a are better than o 

‣ to measure phonetic proximity between words
‣ on homophone detection task

➡ a have captured additional information about word pronunciation
✤ Evaluation of their impact on ASR error detection task

✦ Neural approach using the acoustic word embeddings 

➡ significant improvement by 7.24%  in terms of CER relative to CRF on Test.
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CONCLUSION
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Thank you !


