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MGB 2015 challenge results for ASR task on BBC data

Best 
Sys

CRIM/
LIUM Sys1 Sys2 Sys3 LIUM Sys4 Sys5 Sys6 Sys7 Sys8 Sys9

Overall 
WER(%)

23.7 26.6 27.5 27.8 28.8 30.4 30.9 31.2 35.5 38.0 38.7 40.8
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MGB 2015 challenge result 
Detailed performance of the best system

Show CU
Daily Politics 10.4

Magnetic North 11.6
Dragons’Den 11.5

Eggheads 14.1
Athletics London 14.7

Point of View 13.5
Syd Barrett 21.3
Top Gear 21.8
Blue Peter 24.6

Legend of the Dragon 21.7
The North West 200 27.7

Holby City 32.1
The Wall 33.7

One Life Special Mum 35.3
Goodness Gracious ME 37.2

Oliver Twist 41.4

Overall WER(%) 23.7
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ASR errors have impact on applications: 
✤ Information retrieval  
✤  Speech to speech translation 
✤  Spoken language understanding 
✤  etc.
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ASR errors have impact on applications: 
✤ Information retrieval  
✤  Speech to speech translation 
✤  Spoken language understanding 
✤  etc.

ASR error detection can help
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✓ Related work 
✤ Approaches based on Conditional 

Random Field (CRF) 

✦ OOV detection [C. Parada et al. 2010] 

• contextual informations 

✦ Errors detection [F. Béchet & B. Favre 2013] 

• ASR based, lexical and syntactic 
informations 

✤ Approach based on neural network 

✦ Errors detection [T. Yik-Cheung et al. 2014] 

• complementary ASR systems
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✓ Contributions 
✤ Neural approach 

✦ Effective word embeddings combination 

✦ New neural architectures 
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  The features are inspired by [F. Béchet and B. Favre 2013] 

✤ Posterior probabilities 

✤ Lexical features 

• word length 

• existence 3-gram 

✤ Syntactic features 

• POS tag 

• dependency labels 

• word governors 

✤ Word                      
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Set of features

Figure 1: ASR error detection system

ASR

ASR Error 
detection system

The   portable from  of stores  last   night  so

Window size=5

Error
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Set of features

Word embeddings

Figure 1: ASR error detection system
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Word embeddings

 Mapping words to high-dimensional vectors (e.g. 200 dimensions)

R(W1) ⇡ R(Wn) ! W1 ⇡ Wn

Distance between vectors indicates the relation between words

R : Words = {W1, ...,Wn} ! V ectors = {R(W1), ..., R(Wn)} ⇢ R

d
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Word embeddings

 Mapping words to high-dimensional vectors (e.g. 200 dimensions)

R(W1) ⇡ R(Wn) ! W1 ⇡ Wn

Distance between vectors indicates the relation between words

Figure 2:  2D t-SNE visualizations of word embeddings.   
Left: Number Region; Right: Jobs Region [J.Turian et al . 2010]

R : Words = {W1, ...,Wn} ! V ectors = {R(W1), ..., R(Wn)} ⇢ R

d
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Word embeddings

 Mapping words to high-dimensional vectors (e.g. 200 dimensions)

R(W1) ⇡ R(Wn) ! W1 ⇡ Wn

Distance between vectors indicates the relation between words

Figure 3:  What words have embeddings closest 
to a given word? [R.Collobert et al . 2011]

Figure 2:  2D t-SNE visualizations of word embeddings.   
Left: Number Region; Right: Jobs Region [J.Turian et al . 2010]

R : Words = {W1, ...,Wn} ! V ectors = {R(W1), ..., R(Wn)} ⇢ R

d
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Word embeddings approaches(1/3)

1. Tur: Collobert and  Weston 
embeddings revised by Joseph 
Turian [J.Turian et al. 2010] 

✤ Existence n-gram 

✤ Training criterion: score (n-gram) > 
score (corrupted n-gram) + some 
margin  

➡ Morpho-syntactic similarities

  

 

 

Curriculum Learning

Input Window

the cat sat on the

word to score

s(1) s(2) s(3) s(4) s(5)

text

indices
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Linear
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Score

100
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Figure 4. Architecture of the deep neural network comput-

ing the score of the next word given the previous ones.

following ranking loss over sequences s sampled from
a dataset S of valid English text windows:

Cs =
X

w2D

1
|D|Cs,w =

X

w2D

1
|D| max(0, 1�f(s)+f(sw))

(5)
where D is the considered word vocabulary and S
is the set of training word sequences. Note that a
stochastic sample of the gradient with respect to Cs

can be obtained by sampling a counter-example word
w uniformly from D. For each word sequence s we
then compute f(s) and f(sw) and the gradient of
max(0, 1� f(s) + f(sw)) with respect to parameters.

6.1. Architecture
The architecture of our language model (Figure 4)
follows the work introduced by Bengio et al. (2001)
and Schwenk and Gauvain (2002), and closely resem-
bles the one used in Collobert and Weston (2008).
Each word i 2 D is embedded into a d-dimensional
space using a look-up table LTW (·): LTW (i) = Wi ,
where W 2 Rd⇥|D| is a matrix of parameters to
be learnt, Wi 2 Rd is the ith column of W and
d is the embedding dimension hyper-parameter. In
the first layer an input window {s1, s2, . . . sn} of n
words in D is thus transformed into a series of vectors
{Ws1 , Ws2 , . . . Wsn} by applying the look-up table to
each of its words.

The feature vectors obtained by the look-up table layer
are then concatenated and fed to a classical linear
layer. A non-linearity (like tanh(·)) follows and the
score of the language model is finally obtained after
applying another linear layer with one output.

The cost (5) is minimized using stochastic gradient
descent, by iteratively sampling pairs (s, w) composed
of a window of text s from the training set S and a
random word w, and performing a step in the direction
of the gradient of Cs,w with respect to the parameters,
including the matrix of embeddings W .

Figure 5. Ranking language model trained with vs without

curriculum on Wikipedia. “Error” is log of the rank of the

next word (within 20k-word vocabulary). In its first pass

through Wikipedia, the curriculum-trained model skips ex-

amples with words outside of 5k most frequent words (down

to 270 million from 631 million), then skips examples out-

side 10k most frequent words (doing 370 million updates),

etc. The drop in rank occurs when the vocabulary size

is increased, as the curriculum-trained model quickly gets

better on the new words.

6.2. Experiments
We chose the training set S as all possible win-
dows of text of size n = 5 from Wikipedia
(http://en.wikipedia.org), obtaining 631 million
windows processed as in Collobert and Weston (2008).
We chose as a curriculum strategy to grow the vocabu-
lary size: the first pass over Wikipedia was performed
using the 5, 000 most frequent words in the vocabu-
lary, which was then increased by 5, 000 words at each
subsequent pass through Wikipedia. At each pass, any
window of text containing a word not in the consid-
ered vocabulary was discarded. The training set is
thus increased after each pass through Wikipedia. We
compare against no curriculum, where the network
is trained using the final desired vocabulary size of
20, 000. The evaluation criterion was the average of
the log of the rank of the last word in each test win-
dow, taken in a test set of 10, 000 windows of text not
seen during the training, with words from the most
20, 000 frequent ones (i.e. from the target distribu-
tion). We chose the word embedding dimension to be
d = 50, and the number of hidden units as 100.

In Figure 5, we observe that the log rank on the target

Figure 4:  Neural architecture to compute 50 
dimensional word embeddings

Word embedding 
 of «the»
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Word embeddings approaches(2/3)

2. Word2vec [T.Micolov et al. 2013] 

✤ Continuous bag of words (CBOW) 

✦ predicting the current word based on 
its context 

➡ Syntactic modeling

w(t-2)

w(t-1)

w(t+1)

w(t+2)

Sum

w(t)

input projection output

Figure 5:  CBOW architecture

Word embedding 
 of «w(t)»
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Word embeddings approaches(3/3)

3. GloVe: global vector for word representation [J.Pennington et al. 
2014] 

✤ Analysis of co-occurrences of words in a window 

✦ building a co-occurrence matrix 

✦ estimating continuous representations of the words 

➡ Semantic similarities
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Figure 6:  Using denoising auto-encoder to combine word embeddings
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Word embeddings combination

Combine word embeddings using denoising auto-encoder

100/200 D

glove tur w2v

glove tur w2v

glove tur w2v

noisy  process
  

 P(X|X)

X

X

~

X

~

300 D

300 D

Combined 
word 

embeddings
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Figure 7:  MLP architecture for ASR error detection task 
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Neural architecture 1: Classical MLP

H1

H2

output

Wi-2 Wi-1 Wi Wi+1 Wi+2

Correct/Error
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Figure 8:   MLP-MS architecture for ASR error detection task    
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Neural architecture 2: MLP-Multi-Stream

Inspired by [Y. Estève et al. 2015] 
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Figure 9:   MLP-MS-i architecture for ASR error detection task  
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Neural architecture 3: MLP-Multi-Stream-i
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H2

output
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W
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ASR error detection process

Figure 10: ASR error detection process
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Window size=5
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Training of the neural systems: 
Automatic transcriptions of the ETAPE Corpus, generated by:  

✤ ASR 1: CMU Sphinx decoder 
✦ acoustic models: GMM/HMM 

✤ ASR 2: Kaldi decoder 
✦  acoustic models: DNN/HMM

16

ASR Name #words 
REF

#words 
HYP

WER

Sphinx 
GMM 

Train 
Sphinx

349K 316K 25.9

Dev Sphinx 54K 50K 25.2

Test Sphinx 58K 53K 22.5

Kaldi  
DNN 

Dev Kaldi 54K 50K 23.1

Test Kaldi 58K 53K 20.4

Table 1:  Composition of the experimental corpus
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Experimental data



Training data of the word embeddings: 

Corpus composed of 2 billions of words: 
✦ Articles of the French newspaper ”Le Monde”,  
✦ French Gigaword corpus,   
✦ Articles provided by Google News, 
✦ Manual transcriptions: 400 hours of French broadcast news. 
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Experimental data



✤ Neural architectures vs. CRF 

✤ Evaluation metrics: 

✦ Error label: F-measure 

✦ Overall classification: CER 
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Evaluation results



Table 2: Comparison on Dev-sphinx of different types of word embeddings used as additional 
features in MLP error detection system.  
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Label error Global
Neural 

architecture
Embeddings F-measure CER

MLP

GloVe 59.9 10.56

w2v 61.1 10.36

tur 60.4 10.32

Auto-encoder-100 61.8 10.18

Auto-encoder-200 62.5 10.07
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Comparison of different word embeddings



Table 3: Error detection results on Test Sphinx and Test kaldi transcriptions. 
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Label error Global
Train Test Approaches F-measure CER

Train 
Sphinx

Test  
Sphinx

CRF(baseline) 57.6 8.78

MLP 61.5 8.52
MLP-MS 61.4 8.43
MLP-MS-i 62.1 8.49

Train 
Sphinx

Test  
kaldi

CRF(baseline) 51.3 8.59
MLP 50.4 8.34
MLP-MS 49.4 8.29
MLP-MS-i 52.7 8.15
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Comparison and Robustness of different 
neural architectures
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Conclusions

✤ Word embeddings combination:  

• Denoising auto-encoder 

✤ Neural architecture:  

• Robustness of  MLP-MS-i
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Window size=5

Error

 -0.215 -0.171 0.071 0.9 
1 0 0 0 ....... 0 1 0 -0.1 0.2 

 0.4 -0.741 0.871 0.19  -0.05 10 01 
000 1 0.04 .06 0.7 -0.545 .............0.5

 0.4 -0.741 0.871 0.19  -0.05 10 01 
000 1 0.04 .06 0.7 -0.545.............0.03

W

output

H2

H1-left H1-current H1-right

Wi-2 Wi-1 Wi Wi+1 Wi+2

Extracting
Features

MLP-MS-i
Classifier

The   portable from  of stores  last   night  so



Perspectives: 
✤ Analysis of ASR error detection system outputs       Which ASR error are hard to detect, 

[S.Ghannay et al. ERRARE 2015] 

✤ Exploiting new features: 
• Prosodic features         Combining continuous word representation and prosodic features for ASR error 

prediction  [S.Ghannay et al. SLSP 2015] 

• Global semantic information 

✤ Recurrent neural network        sequence prediction
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Conclusions



Thank you
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Table 3: Error detection results on Test Sphinx and Test kaldi transcriptions. 
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Label error Global
Train 

corpus
Test 

 corpus
Approaches F-measure CER

Train 
Sphinx

Test  
Sphinx

CRF(baseline) 57.6 8.78
MLP 61.5 8.52
MLP-i  59.77 8.56
MLP-MS 61.4 8.43
MLP-MS-i 62.1 8.49

Train 
Sphinx

Test  
kaldi

CRF(baseline) 51.3 8.59
MLP 50.4 8.34
MLP-i  48.80 8.30
MLP-MS 49.4 8.29
MLP-MS-i 52.7 8.15

Introduction   ASR error detection system   Experiments and results Conclusions

Comparison and Robustness of different 
neural architectures
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Example:  25 POS tags,  3rd POS tag

embed current word 
100/200 dim word length PAP

 3-grams seen 
vec 3 dim

pos tag 
25 dim

dependency labels 
 22 dim

embed word governor 
100/200 dim

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Figure 2 :  Neural network input feature vector format   

Neural network input feature  
vector format



DNN/HMM approach. This second ASR system won re-
cently the ASR task of the REPERE evaluation campaign
in 2014, about French broadcast news transcription [13].
It is described in [14], and will be called ASR2.

For our experiments, acoustic and language models used
on ASR1 and ASR2 have been trained on the same data. Vo-
cabularies are not the same but are close, while linear interpo-
lation coefficients used to build the final composite language
models from simple language models are different: they were
optimized on different development corpora. Stronger differ-
ences between the two ASR systems come from the nature of
acoustic models (GMM vs. DNN), the search algorithm, the
use of full triphones in Kaldi while CMU Sphinx uses inter-
word approximations, and from the use of a bigram language
model in the first steps of the ASR2 while ASR1 uses a tri-
gram language model.

The automatic transcriptions have been aligned with ref-
erence transcriptions using the sclite2 tool. From this align-
ment, each word in the corpora has been labeled as correct or
incorrect (error). Size, WER and the average error segment
size (average span) of the corpora are described in table 1.

System Name #words #words WER
REF HYP

ASR1
Train 349K 316K 25.9
Dev1 54K 50K 25.2
Test1 58K 53K 22.5

ASR2 Dev2 54K 50K 23.1
Test2 58K 53K 20.4

Table 1. Composition of the experimental corpus.

5.2. Comparison of different word embeddings

To evaluate the impact of the different types of word embed-
dings on the ASR error detection task, we test them with the
MLP-2 system. In table 2, we observe that our proposition
to combine word embeddings is helpful and yields signifi-
cant improvement, especially when using the denoising auto-
encoder with 200 hidden units.

Label error Global
NN Embed P R F CER

MLP-2

glove 68.7 53.1 59.9 10.56
w2v 69.2 54.7 61.1 10.36
tur 70.3 53.0 60.4 10.32
GTW-D100 69.9 55.3 61.8 10.18
GTW-D200 70.0 56.4 62.5 10.07

Table 2. Comparison on Dev1 of different types of word em-
beddings used as features in MLP-2 error detection system.

2http://www.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm

The GTW-D200 word embeddings are used for the re-
maining experiments.

5.3. Comparison of different neural architectures

A set of experiments was performed using the different neu-
ral network architectures, compared with the two following
systems:
• Naive: the naive approach consists in applying a threshold

on the word posterior probabilities to predict whether the
word is correct or incorrect. The threshold that gives a
lower CER on the Dev1 is applied to compute the CER
on Test1 and Test2. The best threshold found is 0.79.

• CRF: this is a state-of-the-art system based on the CRF
tagger provided by Wapiti3 applied on the set of features
presented in section 3.
All the systems were trained on the train corpus from

ASR1 outputs, and were applied on the ASR1 outputs on the
development and test corpora, then on the ASR2 outputs on
the same corpora without re-training, nor adaptation. Results
reached by all the systems are summarized in table 3 when
applied on the ASR1 outputs and table 4 on the ASR2 hy-
potheses.

Label error Global
corpus approach P R F CER

Dev-sphinx

Naive 66.9 48.8 56.4 11.21
CRF 70.8 50.6 59.0 10.44
MLP-1 71.0 53.3 60.9 10.17
MLP-2 70.0 56.4 62.5 10.07
MLP-MS 70.7 55.9 62.5 9.99
MLP-MS-i 68.8 58.0 63.0 10.15

Test-sphinx

Naive 65.3 47.1 54.7 9.42
CRF 69.2 49.3 57.6 8.78
MLP-1 69.3 53.3 60.3 8.50
MLP-2 67.8 56.3 61.5 8.52
MLP-MS 68.8 55.5 61.4 8.43
MLP-MS-i 67.5 57.4 62.1 8.49

Table 3. Error detection results on ASR1 transcriptions.

As expected, the state-of-the-art CRF approach obtains
better results than the naive approach. These results are im-
proved with the use of neural architectures. Considering the
MLP-2 system, a CER reduction of 3% is observed on Test1
and Test 2 in comparison with the CRF approach. MLP-MS
improves these performances, with a reduction of 4% in com-
parison with the CRF baseline system on the Test1 corpus,
and 3.5% on Test2.

The injection of the current word feature vector in the out-
put layer (MLP-MS-i) is helpful on Dev2 and Test2, which
yields respectively 5.8% and 5.1% of CER reduction in com-
parison to the CRF approach: this approach is the most robust

3http://wapiti.limsi.fr

Table 3  : Error detection results on ASR Sphinx transcriptions. 
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DNN/HMM approach. This second ASR system won re-
cently the ASR task of the REPERE evaluation campaign
in 2014, about French broadcast news transcription [13].
It is described in [14], and will be called ASR2.

For our experiments, acoustic and language models used
on ASR1 and ASR2 have been trained on the same data. Vo-
cabularies are not the same but are close, while linear interpo-
lation coefficients used to build the final composite language
models from simple language models are different: they were
optimized on different development corpora. Stronger differ-
ences between the two ASR systems come from the nature of
acoustic models (GMM vs. DNN), the search algorithm, the
use of full triphones in Kaldi while CMU Sphinx uses inter-
word approximations, and from the use of a bigram language
model in the first steps of the ASR2 while ASR1 uses a tri-
gram language model.

The automatic transcriptions have been aligned with ref-
erence transcriptions using the sclite2 tool. From this align-
ment, each word in the corpora has been labeled as correct or
incorrect (error). Size, WER and the average error segment
size (average span) of the corpora are described in table 1.

System Name #words #words WER
REF HYP
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Train 349K 316K 25.9
Dev1 54K 50K 25.2
Test1 58K 53K 22.5

ASR2 Dev2 54K 50K 23.1
Test2 58K 53K 20.4

Table 1. Composition of the experimental corpus.

5.2. Comparison of different word embeddings

To evaluate the impact of the different types of word embed-
dings on the ASR error detection task, we test them with the
MLP-2 system. In table 2, we observe that our proposition
to combine word embeddings is helpful and yields signifi-
cant improvement, especially when using the denoising auto-
encoder with 200 hidden units.
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glove 68.7 53.1 59.9 10.56
w2v 69.2 54.7 61.1 10.36
tur 70.3 53.0 60.4 10.32
GTW-D100 69.9 55.3 61.8 10.18
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Table 2. Comparison on Dev1 of different types of word em-
beddings used as features in MLP-2 error detection system.

2http://www.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm

The GTW-D200 word embeddings are used for the re-
maining experiments.

5.3. Comparison of different neural architectures

A set of experiments was performed using the different neu-
ral network architectures, compared with the two following
systems:
• Naive: the naive approach consists in applying a threshold

on the word posterior probabilities to predict whether the
word is correct or incorrect. The threshold that gives a
lower CER on the Dev1 is applied to compute the CER
on Test1 and Test2. The best threshold found is 0.79.

• CRF: this is a state-of-the-art system based on the CRF
tagger provided by Wapiti3 applied on the set of features
presented in section 3.
All the systems were trained on the train corpus from

ASR1 outputs, and were applied on the ASR1 outputs on the
development and test corpora, then on the ASR2 outputs on
the same corpora without re-training, nor adaptation. Results
reached by all the systems are summarized in table 3 when
applied on the ASR1 outputs and table 4 on the ASR2 hy-
potheses.

Label error Global
corpus approach P R F CER

Dev-sphinx

Naive 66.9 48.8 56.4 11.21
CRF 70.8 50.6 59.0 10.44
MLP-1 71.0 53.3 60.9 10.17
MLP-2 70.0 56.4 62.5 10.07
MLP-MS 70.7 55.9 62.5 9.99
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MLP-2 67.8 56.3 61.5 8.52
MLP-MS 68.8 55.5 61.4 8.43
MLP-MS-i 67.5 57.4 62.1 8.49

Table 3. Error detection results on ASR1 transcriptions.

As expected, the state-of-the-art CRF approach obtains
better results than the naive approach. These results are im-
proved with the use of neural architectures. Considering the
MLP-2 system, a CER reduction of 3% is observed on Test1
and Test 2 in comparison with the CRF approach. MLP-MS
improves these performances, with a reduction of 4% in com-
parison with the CRF baseline system on the Test1 corpus,
and 3.5% on Test2.

The injection of the current word feature vector in the out-
put layer (MLP-MS-i) is helpful on Dev2 and Test2, which
yields respectively 5.8% and 5.1% of CER reduction in com-
parison to the CRF approach: this approach is the most robust

3http://wapiti.limsi.fr
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Label error Global
corpus approach P R F CER

Dev-kaldi

Naive 68.6 31.0 42.7 10.95
CRF 63.6 40.5 49.5 10.88
MLP-1 70.3 35.9 47.6 10.43
MLP-2 68.0 38.4 49.1 10.49
MLP-MS 69.8 36.5 47.9 10.44
MLP-MS-i 68.3 41.3 51.5 10.25

Test-kaldi

Naive 69.3 32.2 43.9 8.70
CRF 64.3 42.6 51.3 8.59
MLP-1 69.4 37.0 48.3 8.41
MLP-2 68.2 40.0 50.4 8.34
MLP-MS 70.0 38.2 49.4 8.29
MLP-MS-i 68.5 42.9 52.7 8.15

Table 4. Error detection results on ASR2 transcriptions.

to the ASR system. More, in terms of F-measure applied on
the misrecognized words, the MLP-MS-i approach reaches
always the best results, whatever the ASR system.

6. CONCLUSION
In order to improve error detection in ASR outputs, we have
proposed a new approach based on neural network architec-
tures that combine a set of features (ASR-based, lexical and
syntactic) and word embeddings to represent a word and its
context. We have also proposed an effective approach to com-
bine different word embeddings by using a denoising auto-
encoder. Experiments performed on the automatic transcrip-
tions of ETAPE corpus generated from two different ASR
systems led to significant improvements, in comparison with
a state-of-the art CRF approach. The MLP-MS-i approach
is the most robust to the ASR system, reaching the best re-
sults in terms of CER when applied on the outputs of an ASR
system different to the one used to train the error detection
system. Last, in terms of F-measure applied on the misrec-
ognized words, the MLP-MS-i approach reaches always the
best results, whatever the ASR system.
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