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Looking for meaning: what are we talking 
about? What is the meaning?

✤ Definition in a dictionary:
✦ what is meant by a word, text, concept, or action.

✤ For an application: 
✦ The same, but restricted to the concepts needed for the application
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Looking for meaning: what are we talking 
about? What is the meaning?



Semantic analysis in linguistic 
technology

✤ Information extraction
✦ Analyzing texts to obtain information for a specific application: 

• Example: Named entity recognition 

✤ Semantic textual similarity
✤ Natural language understanding
✤ Etc.
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✤ Named entity recognition: 
✦ Seeks to locate and classify named entities (names of people/places/

organisations,  dates) mentioned in unstructured text into pre-defined 
categories such as person, organizations, locations, time, …. 

Semantic analysis in linguistic technology 
Named Entity recognition
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✤ Exemple : 

Semantic analysis in linguistic technology 
Named Entity recognition



8

✤ Exemple : 

Semantic analysis in linguistic technology 
Named Entity recognition



✤ SemEval 2017 task 5
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Three men are playing chess.    Two men are playing chess.
A man is playing the cello.        A man seated is playing the cello.
Some men are fighting.            Two men are fighting.

Exemple de paire de phrases

➡ Evaluate how these sentences are close on a scale of 1 to 5 

Semantic analysis in linguistic technology 
Semantic textual similarity

Semantic 
textual similarity

Sentence1

Sentence2

Similarity score



Système orienté tâche
Compréhension
 - identification du domaine
 - identification de la demande
 - détection des concepts

Je veux réserver un hôtel pour lundi 8 à Nancy

{
  domain: hotel_database
  intention: hotel_booking
  city: Nancy
  date: lundi 8
}

{
  request: quartier
  confirm_implicit: city(Nancy)
  confirm_implicit: date(lundi 8)
}

Pour le lundi 8 à Nancy, avez-vous un quartier préféré ?

Gestion de dialogue
 - compréhension contextuelle
 - état du dialogue (DST)
 - décision -> schéma génération

Applications
  - API
  - Gestion BDD

Génération

RAP
Entrée texte

Chatbots and Evaluation 16/10910

Semantic analysis in linguistic technology 
Natural/Spoken language understanding
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✤ Natural language understanding system (NLU):
✦ Can be considered as a system that translates a sequence of words to one or more 

actions:  
1. Associate the sequence of words in the input of the system to intermediate semantic 

language often called concepts.
✦ A concept is a class of words dealing with the same subject and sharing common properties. 

• For example, the words hotel and room can all correspond to the concept of 
“accommodation” in a tourism application. 

2. Translate the concepts obtained into actions or responses during a sentence 
interpretation step to respond to the entry request.

Semantic analysis in linguistic technology 
Natural/Spoken language understanding

✤ Example: 
Hyp I want to book a room
Concept command number object

Label command-B command-I command-I command-I number-B object-B
Valeur Booking 1 room
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✤ Spoken language understanding system (SLU):
✦ SLU refers to natural language processing tasks related to semantic 

extraction from the speech signal, like named entity recognition from speech, 
call routing, slot filling task in a context of human-machine dialogue… 

Semantic analysis in linguistic technology 
Natural/Spoken language understanding

ASR NLUI want to book 
a room

Text Concepts
Command-B 
command-I 
command-I 
command-I 
number-B 
object-B

Speech
Conventional SLU

SLU

Speech Concepts
Command-B 
command-I 
command-I 
command-I 
number-B 
object-B

End-to-end SLU
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✤ NLU/SLU is an important module in a dialogue system
✦ Provides direct human-machine interaction 
✦ Allows the computer to understand human languages

Semantic analysis in linguistic technology 
Natural/Spoken language understanding
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✤ Example : Amazon Lex 

Source : https://aws.amazon.com/fr/lex/details/

Semantic analysis in linguistic technology 
Natural language understanding

https://aws.amazon.com/fr/lex/details/


Recent approaches

✤ Recent approaches for : 
✦ Information extraction

• Named entity recognition

✦ Semantic textual similarity
✦ Natural/Spoken language understanding 
✦ Etc.

➡Are based on deep learning approaches 
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Deep Learning
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Deep Learning

✤ Deep learning: part of a broader family of machine learning 
methods based on artificial neural networks with representation 
learning. Learning can be supervised, semi-supervised or 
unsupervised

✤ Deep learning architectures: Deep Neural Network(DNN), 
recurrent neural networks, convolutional neural networks, 
transformers, …  
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Machine learning

✤ Machine learning: 
✦ The study of computer algorithms that improve automatically through 

experience
✦ Based on statistical approaches to give the systems the ability  to “learn” 

from data, in order to make predictions or decisions without being explicitly 
programmed to do so

✦ It is seen as a subset of artificial intelligence (IA)
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Neural network architectures

19

✤ Multilayer perceptron  
✦ Is a class of feedforward artificial neural network, wherein connections 

between the nodes do not form a cycle



Neural network architectures
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✤ Recurrent neural network (RNN)
✦ Is a type of neural network that contains loops, allowing information to be 

stored within the network
✦ Use their reasoning from previous experiences to inform the upcoming 

events
➡ During training, gradients may explode (tend to infinity) or vanish (tend to 

zero) because of temporal depth 



Neural network architectures
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✤ LSTM (log short term memory) 
✦ is a special kind of RNN’s, capable of learning long-term dependencies.
✦ Solve vanishing gradient problem
✦ LSTM’s have skills to remember the information for a long periods of time.
✦ LSTMs’ core component is the memory cell

• can maintain its state over time, consisting of an explicit memory and gating units.
• Gating units regulate the information flow into and out of the memory.



Neural network architectures

22

✤ Attention mechanism
✦ The mechanism’s role is determine the 

importance of each word in the input 
sentence, then to extract additional context 
around each word 

✦ In attention when the model is trying to 
predict the next word it searches for a set 
of positions in a source sentence where the 
most relevant information is concentrated. 

✦ The model then predicts next word based 
on context vectors associated with these 
source positions and all the previous 
generated target words.

—> Dzmitry Bahdanau, et al. in their paper “Neural Machine Translation by Jointly 
Learning to Align and Translate”

Source: TensorFlow seq2seq tutorial

https://arxiv.org/abs/1409.0473
https://arxiv.org/abs/1409.0473
https://google.github.io/seq2seq/


Neural network architectures
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✤ Attention mechanism

Source: Google seq2seq

https://google.github.io/seq2seq/


Neural network architectures
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✤ Convolution neural network  
✦ is the foundation of most computer vision technologies. 
✦ uses two basic operations:

• convolution using multiple filters is able to extract features (feature map) from the 
data set, through which their corresponding spatial information can be preserved. 

• pooling, also called subsampling, is used to reduce the dimensionality of feature maps 
from the convolution operation. 

- max pooling and average pooling are the most common pooling operations used in 
the CNN.
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✤ Transformers  
✦ A Neural Network for language model (not only) named transformer        
→ “Attention is all you need”, Vaswani et al. 2017 

✦ A sequence transduction model based entirely on attention, replacing the 
recurrent layers most commonly used in encoder-decoder architectures 
with multi-headed self-attention

✦ The original Model is composed of 
• An attention mechanism
• An encoder that transform input sequence into a same size sequence of 

representation 
• A decoder to generate text from encoded information and previous generated 

sequence 
➡  Encoder and decoder models, each containing repeated neural blocks 

Neural network architectures
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✤ Transformers  

Neural network architectures

✦ The main characteristics are:
• Non sequential: sentences are processed 

as a whole rather than word by word.
• Self Attention: this is the newly introduced 

'unit' used to compute similarity scores 
between words in a sentence.

• Positional embeddings: another innovation 
introduced to replace recurrence. The 
idea is to use fixed or learned weights 
which encode information related to a 
specific position of a token in a sentence.
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✤ Transformers architectures : Encoder-decoder

Neural network architectures

✦ The encoder 
transform input data 
and forward it to the 
decoder.

✦ The decoder generate 
a content (depending 
on the task trained for 
and the input) 

✦ Task: machine 
translation, ..

Encoder

"A"
"transform

er"

".""is"

Decoder

"BOS"
"Un"
"transform

eur"

"est"

"transform
er"

"Un"
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✤ Transformers architectures : Encoder only

Neural network architectures

✦ The encoder transform input data 
to create a representation that fit 
the task. 
→ Some approaches relies only on 
encoder (classification, Bert 
model…) Encoder

"A"
"[Unk]"

".""is"

"A"
"transform

er" "."

"is"
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✤ Transformers architectures : Decoder model

Neural network architectures

✦ The decoder process the encoder output 
embeddings and generate sequentially text. 
It models P(y|x) where y is the ouput 
sequence and x the input sequence 

➡ Transformer input size is the same as 
ouput 

Decoder

"BOS"
"Un"
"transform

eur"

"est"

"transform
er"

"Un"

Encoder
output



30

✤ Transformers architectures : Decoder only

Neural network architectures

✦ Some approaches relies only on decoder 
In this case, the decoder is feed with an 
input text (e.g prompt, question,...) 

Decoder

"BOS"
"Un"
"transform

eur"

"est"

"transform
er"

"Un"

Encoder
output
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Neural network architectures

Attention Is All You Need

The different parts of the architceture
✦ Input/token embeddings (and 

tokenization) 
✦ Self and Cross Attention 
✦ Multilayer perceptron (Feed Forward) 
✦ Add and Normalisation 
✦ Transformer classification head (not 

described in this part) 

✤ Transformers  
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Neural network architectures

Encoder Block
Each block is repeated N× (emprically) 
1. Information goes through a self-attention 
layer 
2. Information goes through an MLP (Feed-
Forward network) 

✤ Transformers  

Self-Attention

Add and Layer Norm

Add and Layer Norm

Feed Forward (MLP)
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Neural network architectures

Decoder Block
Each block is repeated N× (empirically) 
1. cross-attention layer 
2. self-attention layer 
3. MLP (Feed-Forward network) 
→ For the decoder onl there is no cross 
attention layer 

✤ Transformers  

Self-Attention

Add and Layer Norm

Add and Layer Norm

Cross-Attention

Feed Forward (MLP)

Add and Layer Norm

Encoder
output



Why DNNs Work Better Now?
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DNN and computing power

✤ Why did DNNs not work so well before, when neural networks 
have been experimented since the 1980s for acoustic modeling? 

✤ A first element of response: 
✦ DNNs are particularly well suited to graphics cards (GPUs) that achieve 

phenomenal computing power ...

35



DNN and computing power

✤ ... at a very competitive price! 
➡ This makes accessible reasonable training time and therefore 
feasible experiments. 

36



DNN and data

✤ Availability of large amount of data
✦  i.e. text, images, audio published via news sites, social media, collaborative 

platforms, smartphones, etc. 
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DNN and learning algorithms

✤ A third answer comes from the progress made by researchers for 
training DNNs: 
✦ best learning algorithms (pre-training RBM, SDAE, learning rate 

dynamique,...) 
✦ New architectures (transformers, attention mechanism, LSTM, GRU…)

➡ use continuous representations able to encode different types of 
hidden relations (syntactic, semantic, contextual,..)

38



Continuous word 
representations

39
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1. One hot:
✦ Example : Merci ID=3, vocabulary=10 words

✦ Difficulty:  
‣ can not detect the relationships between words
‣ Vector size depends on vocabulary size 

Merci : 0 0 1 0 0 0 0 0 0 0

WORD REPRESENTATIONS
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2. Continuous word representations:
✦ Capture relationships between words
✦ Different approaches have been studied in the NLP (Natural language 

processing) community: 
• Clustering
• distributional word representations 
• Distributed word representations (neural) (known by: word embeddings, 

continuous word representations)

WORD REPRESENTATIONS
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✤Clustering (Brown et al.1992) : 
✓ Grouping words into clusters (group) based on their contexts (bigrams)
✓ Disadvantage: does not consider the use of words in a larger context

✦ Distributional word representations exp. PMI (Pointwise Mutual Information):
✓ Known as Count based models ou global matrix factorization
✓ Use of word co-occurrence matrix
✓ The word is represented by a vector in which each entry is a measure of association between 

the word and a particular context 
✓ Disadvantage: very high dimensional sparse vector (most elements are zero) (same vocabulary 

size)
✦Distributed word representations (word embeddings) : 

✓ Low dimensional dense vector with real values

CONTINUOUS WORD REPRESENTATIONS
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✤Why dense vectors?: 
✦ Short vectors can be easily used in machine learning (less weight to 

optimize)
✦ Dense vectors can generalize better
✦ etc.

CONTINUOUS WORD REPRESENTATIONS
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 Word embeddings :
✤ Introduced through neural language models training [Y.Bengio et al. 2003, H.Schwenk 

et al. 2006]

CONTINUOUS WORD REPRESENTATIONS



✤Each dimension represents a latent characteristic of the word, which can capture 
syntactic and semantic properties. 

45

Word embeddings :
✤ Introduced through neural language models training [Y.Bengio et al. 2003, H.Schwenk 

et al. 2006]
✤it involves a mathematical embedding from a space with many dimensions per 

word to a continuous vector space with a much lower dimension,  so as to 
preserve semantic, syntactic similarities, etc

R : Words = {W1, ...,Wn} ! V ectors = {R(W1), ..., R(Wn)} ⇢ Rd

✤If the word vectors are close to each other in terms of distance, the words must 
be semantically or syntactically close. 

R(W1) ⇡ R(Wn) ! W1 ⇡ Wn

CONTINUOUS WORD REPRESENTATIONS
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 Word embeddings visualisation:

What words have embeddings closest to a given 
word? [R.Collobert et al . 2011] 2D t-SNE visualizations of word embeddings.   Left: 

Number Region; Right: Jobs Region [J.Turian et al . 2010]

CONTINUOUS WORD REPRESENTATIONS



 Word embeddings :
✤Efficient for many tasks [R. Collobert et al 2011], [M. Bansal 2014] et [J. Turian et al 2010]: 

✦ Named entity recognition
✦ Part of speech tagging 
✦ Natural language understanding
✦ Question answering
✦ etc.

47

CONTINUOUS WORD REPRESENTATIONS



CONTINUOUS WORD REPRESENTATIONS
RECENT APPROACHES

✤Context-independent (static) word embeddings: 
- The occurrences of the same word have the same representation 
- Skipgram, CBOW, Glove, w2vf-deps, fasttext

✤Contextual word embeddings:  
- Each occurrence of the word has a different representation calculated based on its context
- Internal representations of words are a function of the entire input sentence 
- Exemple : ELMo, BERT, GPT-2

48



Skip-gram (Mikolov et al. 2013a) and CBOW (Mikolov et al. 2013a) 
✤Learn word embeddings as part of the word prediction process.

✦ Inspired by neural language models.

49

CONTINUOUS WORD REPRESENTATIONS
CONTEXT-INDEPENDENT
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CONTINUOUS WORD REPRESENTATIONS
CONTEXT-INDEPENDENT
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CONTINUOUS WORD REPRESENTATIONS
CONTEXT-INDEPENDENT



N-gram features of the 
word w(t) 52

FastText  (P. Bojanowski et al. 2017)
✤Learn word embeddings as part of the word prediction process based on the skipgram architecture

✦ Takes into account the morphological information of a word represented in the form of character 
ngrams

✦ Each word is represented as the sum of representations of its characters n grams.
✦ Computes word representations for words that do not appear in the training data, which is not the 

case for other approaches (word2vec)

CONTINUOUS WORD REPRESENTATIONS
CONTEXT-INDEPENDENT



Glove (J. Pennington et al 2014)
✤Count based approach 
✤Based on the analysis of the co-occurrences of words in the corpus

✦ Co-occurence matrix construction: use of siding window
✦ Estimation of continuous word representations

53

CONTINUOUS WORD REPRESENTATIONS
CONTEXT-INDEPENDENT



w2vf-deps : dependency based word embeddings (O. Levy et al. 2014) 
✤Generalization of the skip-gram model with negative samples 
✤Use syntactic relationships (root words, dependency between root word and 

dependent words) to extract words in context
✦ capture relations between distant words: can not be detected in a small 

context window 
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CONTINUOUS WORD REPRESENTATIONS
CONTEXT-INDEPENDENT



CONTINUOS DOCUMENT REPRESENTATIONS

Distributed bag of words Distributed Memory model 

 (Mikolov et al. 2013b) 
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ELMo (Embeddings from Language Models)(Peters, et al, 2018)
✤Learn word embeddings by creating bidirectional language models
✤Creates contextualized representations of each token by concatenating 

the internal states of a 2-layer biLSTM trained on a bidirectional language 
modeling task 

56

CONTINUOUS WORD REPRESENTATIONS
CONTEXTUAL



BERT (Bidirectional Encoder Representations from Transformers)(Devlin, et al., 
2019) 
✤it’s a bidirectional transformer pre-trained using a combination of masked 

language modeling objective and next sentence prediction on a large corpus.          
✤Each transformer layer of 12- layer creates a contextualized representation of 

each token by attending to different parts of the input sentence 

57

Fig. 9. Comparison of BERT, OpenAI GPT and ELMo model architectures. (Image source:
original paper)

Input Embedding

The input embedding is the sum of three parts:

1. WordPiece tokenization embeddings: The WordPiece model was originally
proposed for Japanese or Korean segmentation problem. Instead of using
naturally split English word, they can be further divided into smaller sub-word
units so that it is more effective to handle rare or unknown words. Please read
linked papers for the optimal way to split words if interested.

2. Segment embeddings: If the input contains two sentences, they have sentence A
embeddings and sentence B embeddings respectively and they are separated by
a special character [SEP] ; Only sentence A embeddings are used if the input
only contains one sentence.

3. Position embeddings: Positional embeddings are learned rather than hard-coded.

Fig. 10. BERT input representation. (Image source: original paper)

Note that the first token is always forced to be [CLS]  — a placeholder that will be
used later for prediction in downstream tasks.

Use BERT in Downstream Tasks

CONTINUOUS WORD REPRESENTATIONS
CONTEXTUAL

TRANSFORMER BASED MODELS
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CONTINUOUS WORD REPRESENTATIONS
CONTEXTUAL

TRANSFORMER BASED MODELS: 



Wav2vec 2.0 (baevski et al., 2020) is a model pre-trained through self-
supervision. It takes raw audio as input and computes contextual representations 
that can be used as input for speech recognition systems. 
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CONTINUOUS REPRESENTATIONS FOR SPEECH
CONTEXTUAL



Wav2vec 2.0 (baevski et al., 2020)
✤It contains three main components: 
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CONTINUOUS REPRESENTATIONS FOR SPEECH
CONTEXTUAL

- Converts the audio 
signal into a latent 
representation

- Consists of a succession of several transformer encoder 
blocks. 

- It takes care of the context. 

- Is used to map the values from ca 
continuous space into a finite set of 
values in a discrete space



Évaluation
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✦ Part-of-speech tagging (POS): syntactic roles (noun, adverb, etc.)
✦ Chunking (CHK): syntactic constituent (noun phrase, verb phrase, etc.)
✦ Named Entity recognition (NER): person, company, etc.
✦ Mention detection (MENT): begin, inside, and outside
✦ Spoken language understanding task (SLU)

1.Natural language processing tasks (NLP)
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CONTINUOUS WORD REPRESENTATIONS
EVALUATION TASKS



W1

m11
m12
m13

W2
m21
m22
m23

s1
s2
s3

score SimCos
cos1
cos2
cos3

rank_score
2
12
1

rank_SimCos

9
1
30

Score rho

2. Word semantic similarity (Kiela et al., 2015)

✦ Is based on an idea that the distances between words in an embedding space could 
be evaluated through the human heuristic judgments on the actual semantic 
distances between these words 
• e.g., the distance between cup and mug defined in an continuous interval {0,1} would be 0.8 

since these words are synonymous, but not really the same thing.
✦ The assessor is given a set of pairs of words and asked to assess the degree of 

similarity for each pair. 
✦ The distances between these pairs are also collected in a word embeddings space, 

and the two obtained distances sets are compared. 
✦ The more similar they are, the better are embeddings
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CONTINUOUS WORD REPRESENTATIONS
EVALUATION TASKS



3. Word analogy
✦ Is based on the idea that arithmetic operations in a word vector space could be 

predicted by humans: 
• given a set of three words, a, a* and b, the task is to identify such word b* that 

the relation b:b* is the same as the relation a:a*. 
• For instance, one has words a=Paris, a*=France, b=Rome. 
• Then the target word would be Italy since the relation a:a* is capital:country, so 

one needs to find the capital of which country is Rome
1.
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Word Embeddings:
• Successfully used in several Natural Language Processing 

(NLP) and speech processing tasks
• Different approaches are introduced to calculate them through 

neural networks 
• Their evaluation needs to be more studied

Goal:
• Rigorous comparison of the performances of different kinds of 

word embeddings on NLP, analogical and similarity tasks.
• Word embeddings combination

             Looking for the most effective word embeddings!

Conclusions

The combination of w2vf-deps, Skip-gram and GloVe 
yields significant improvements.  

Building an effective word embedding can be reached by 
the combination of the efficient embeddings in each task 
through PCA or concatenation 

+

Word embeddings evaluation and combination

Word Embeddings

CBOW Skip-gram

• Word embedding  
– A low-dimensional continuous vector representation for each word 
– Captures the word meaning in a semantic space 

 
 
 
 
 
 
 
 
 
 

• Common neural network based word embedding approaches 
– SENNA embedding  
– NN/RNN language model based embedding 
– CBOW & Skip-gram 

Word Embedding 
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𝑓 𝑐𝑎𝑡 = 𝑓 𝑐𝑎𝑡 = 

The  index  of  “cat”  in  
the vocabulary 

one-hot 
word vector 

word embedding  
vector 

GloVe

f: words→ ℝn is a function for mapping words to low-
dimensional vectors (e.g. 200)

Definition:
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Modular Network to determine

if a 5-gram is ‘valid’ (From

Bottou (2011)

(http://arxiv.org/pdf/1102.1808v3.pdf))

Word Embeddings

I’d like to start by tracing a particularly interesting strand of deep learning research: word embeddings. In my
personal opinion, word embeddings are one of the most exciting area of research in deep learning at the
moment, although they were originally introduced by Bengio, et al. more than a decade ago.  Beyond that, I
think they are one of the best places to gain intuition about why deep learning is so effective.

A word embedding  is a paramaterized function mapping words in some language to high-
dimensional vectors (perhaps 200 to 500 dimensions). For example, we might find:

(Typically, the function is a lookup table, parameterized by a matrix, , with a row for each word: 
.)

 is initialized to have random vectors for each word. It learns to have meaningful vectors in order to
perform some task.

For example, one task we might train a network for is predicting whether a 5-gram (sequence of five words) is
‘valid.’ We can easily get lots of 5-grams from Wikipedia (eg. “cat sat on the mat”) and then ‘break’ half of
them by switching a word with a random word (eg. “cat sat song the mat”), since that will almost certainly
make our 5-gram nonsensical.

The model we train will run each word in the 5-gram through  to get a
vector representing it and feed those into another ‘module’ called  which
tries to predict if the 5-gram is ‘valid’ or ‘broken.’ Then, we’d like:

In order to predict these values accurately, the network needs to learn good
parameters for both  and .

Now, this task isn’t terribly interesting. Maybe it could be helpful in
detecting grammatical errors in text or something. But what is extremely
interesting is .

(In fact, to us, the entire point of the task is to learn . We could have done several other tasks – another
common one is predicting the next word in the sentence. But we don’t really care. In the remainder of this
section we will talk about many word embedding results and won’t distinguish between different approaches.)

One thing we can do to get a feel for the word embedding space is to visualize them with t-SNE
(http://homepage.tudelft.nl/19j49/t-SNE.html), a sophisticated technique for visualizing high-dimensional
data.

t-SNE visualizations of word embeddings. Left: Number Region; Right: Jobs

Region. From Turian et al. (2010)

(http://www.iro.umontreal.ca/~lisa/pointeurs/turian-wordrepresentations-

acl10.pdf), see complete image (http://metaoptimize.s3.amazonaws.com/cw-

embeddings-ACL2010/embeddings-mostcommon.EMBEDDING_SIZE=50.png).

3

W : words → ℝn

W(‘‘cat ") = (0.2,  -0.4,  0.7,  . . . )

W(‘‘mat ") = (0.0,  0.6,  -0.1,  . . . )

θ
( ) =Wθ wn θn

W

W
R
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W

W

Visualization:

 Number Region                           Jobs Region 

 t-SNE visualizations of word embeddings  
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w2vf-deps is the best for NLP tasks
Skip-gram is the best for similarity task
GloVe is the best for analogical task

Benchmark tasks
1. NLP Tasks:

3. Analogical task:
Answering questions: 

Semantic: Paris:France → Rome:?
Syntactic: bad:worse → big:?

Combined  word embeddings 

2. Performance of combined word embeddings: 

1. Combination approaches: 

1) Simple concatenation (Concat) 600-dGloVew2vf-deps Skip-gram

2) Principal component Analysis 
(PCA)
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Experiments

NLP tasks:
Neural architecture:

Analogical task:
Evaluation sets: 
• 8,869 semantic 
• 10,675 syntactic

Similarity task:
Evaluation sets: 
• WordSim353 
• RW
• MEN 

Data: Gigaword corpus 
composed of 4 billion words
Vocabulary size:  239K words

Word embeddings: 

1. Setup: 

2. Results: 

Wi-2 Wi-1 Wi Wi+1 Wi+2

H1-L H1-W H1-R

H2

output

w
i�1

w
i�2

w
i�3

Best-AutoE achieves best results on NLP tasks

2. Similarity task   

How similar is pizza to pasta?
How related is pizza to Italy?

 Similarity 
 Relatedness

Measuring:

Brief Article

The Author

May 18, 2016

Embeddings
NLP Tasks Similarity Task Analogical

POS CHK NER MENT WS353 RW MEN Task
Acc. F1 Spearman’s ⇢ Acc.

CBOW 96.01 90.48 78.32 55.49 59.0 46.5 60.9 57.2

Skip-gram 96.43 89.64 77.65 57.80 55.8 50.2 66.2 62.3

GloVe 95.79 86.90 76.45 54.49 53.3 41.0 66.0 65.5
CSLM 96.24 90.11 76.20 57.34 47.8 43.4 48.2 27.4

w2vf-deps 96.66 92.02 79.37 58.06 52.3 43.5 55.7 42.70

Table 1: Performance of word embeddings on the NLP tasks.
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Embeddings
NLP Tasks Similarity Task Analogical

POS CHK NER MENT WS353 RW MEN Task
Acc. F1 Spearman’s ⇢ Acc.

CBOW 96.01 90.48 78.32 55.49 59.0 46.5 60.9 57.2

Skip-gram 96.43 89.64 77.65 57.80 55.8 50.2 66.2 62.3

GloVe 95.79 86.90 76.45 54.49 53.3 41.0 66.0 65.5
CSLM 96.24 90.11 76.20 57.34 47.8 43.4 48.2 27.4

w2vf-deps 96.66 92.02 79.37 58.06 52.3 43.5 55.7 42.70

Table 1: Performance of word embeddings on the NLP tasks.

Dim. Embeddings
NLP Tasks Similarity Task Analogical

POS CHK NER MENT WS353 RW MEN Task
Acc. F1 Spearman’s ⇢ Acc.

600 Best-Concat 96.67 91.88 81.06 58.20 57.0 48.6 69.4 71.4

200
Best-PCA 96.45 90.13 79.66 60.22 57.9 49.5 71.3 70.7
Best-AutoE 96.64 91.35 80.43 60.39 55.8 44.6 64.9 62.0

Table 2: Performance of combined word embeddings on the NLP tasks.
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⁃ Part-of-speech tagging (POS): syntactic roles (noun, adverb, etc.)
⁃ Chunking (CHK): syntactic constituent (noun phrase, verb phrase, etc.)
⁃ Named Entity recognition (NER): person, company, etc.
⁃ Mention detection (MENT): begin, inside, and outside

 1. Co-occurence matrix X 
from the training set  

 2. Factorize X to get vectors

Low-
level

Mid-
level

Hight-
level

Trainable 
Cassifier

Predictio
n

+
—

Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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2. Principal Component Analysis (PCA) 

✤ Convert correlated variables into uncorrelated variables called principal 
components. 

Word embeddings combination (2/3)
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1. NLP Tasks:
⁃ Part-of-speech tagging (POS): syntactic roles (noun, adverb)

⁃ Chunking (CHK): syntactic constituent (noun phrase, verb phrase)

⁃ Named Entity recognition (NER): person, company, etc.

⁃ Mention detection (MENT): begin, inside,outside.

Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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MEN

contains only words that appear as image labels in the ESP-Game and MIRFLICKR-1M16 collections, thus ensuring full coverage to researchers that train visual models from these resources. MEN consists of 3,000 word pairs with [0, 1]-normalized semantic relatedness 
ratings provided by Amazon Mechanical Turk workers (via the CrowdFlower17 interface). For example, beach/sand has a MEN score of 0.96, bakery/zebra received a 0 score. 

:-(

Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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Word Embeddings:
• Successfully used in several Natural Language Processing 

(NLP) and speech processing tasks
• Different approaches are introduced to calculate them through 

neural networks 
• Their evaluation needs to be more studied

Goal:
• Rigorous comparison of the performances of different kinds of 

word embeddings on NLP, analogical and similarity tasks.
• Word embeddings combination

             Looking for the most effective word embeddings!

Conclusions

The combination of w2vf-deps, Skip-gram and GloVe 
yields significant improvements.  

Building an effective word embedding can be reached by 
the combination of the efficient embeddings in each task 
through PCA or concatenation 

+

Word embeddings evaluation and combination

Word Embeddings

CBOW Skip-gram

• Word embedding  
– A low-dimensional continuous vector representation for each word 
– Captures the word meaning in a semantic space 

 
 
 
 
 
 
 
 
 
 

• Common neural network based word embedding approaches 
– SENNA embedding  
– NN/RNN language model based embedding 
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Modular Network to determine

if a 5-gram is ‘valid’ (From

Bottou (2011)

(http://arxiv.org/pdf/1102.1808v3.pdf))

Word Embeddings

I’d like to start by tracing a particularly interesting strand of deep learning research: word embeddings. In my
personal opinion, word embeddings are one of the most exciting area of research in deep learning at the
moment, although they were originally introduced by Bengio, et al. more than a decade ago.  Beyond that, I
think they are one of the best places to gain intuition about why deep learning is so effective.

A word embedding  is a paramaterized function mapping words in some language to high-
dimensional vectors (perhaps 200 to 500 dimensions). For example, we might find:

(Typically, the function is a lookup table, parameterized by a matrix, , with a row for each word: 
.)

 is initialized to have random vectors for each word. It learns to have meaningful vectors in order to
perform some task.

For example, one task we might train a network for is predicting whether a 5-gram (sequence of five words) is
‘valid.’ We can easily get lots of 5-grams from Wikipedia (eg. “cat sat on the mat”) and then ‘break’ half of
them by switching a word with a random word (eg. “cat sat song the mat”), since that will almost certainly
make our 5-gram nonsensical.

The model we train will run each word in the 5-gram through  to get a
vector representing it and feed those into another ‘module’ called  which
tries to predict if the 5-gram is ‘valid’ or ‘broken.’ Then, we’d like:

In order to predict these values accurately, the network needs to learn good
parameters for both  and .

Now, this task isn’t terribly interesting. Maybe it could be helpful in
detecting grammatical errors in text or something. But what is extremely
interesting is .

(In fact, to us, the entire point of the task is to learn . We could have done several other tasks – another
common one is predicting the next word in the sentence. But we don’t really care. In the remainder of this
section we will talk about many word embedding results and won’t distinguish between different approaches.)

One thing we can do to get a feel for the word embedding space is to visualize them with t-SNE
(http://homepage.tudelft.nl/19j49/t-SNE.html), a sophisticated technique for visualizing high-dimensional
data.

t-SNE visualizations of word embeddings. Left: Number Region; Right: Jobs

Region. From Turian et al. (2010)

(http://www.iro.umontreal.ca/~lisa/pointeurs/turian-wordrepresentations-

acl10.pdf), see complete image (http://metaoptimize.s3.amazonaws.com/cw-

embeddings-ACL2010/embeddings-mostcommon.EMBEDDING_SIZE=50.png).
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w2vf-deps is the best for NLP tasks
Skip-gram is the best for similarity task
GloVe is the best for analogical task

Benchmark tasks
1. NLP Tasks:

3. Analogical task:
Answering questions: 

Semantic: Paris:France → Rome:?
Syntactic: bad:worse → big:?

Combined  word embeddings 

2. Performance of combined word embeddings: 

1. Combination approaches: 

1) Simple concatenation (Concat) 600-dGloVew2vf-deps Skip-gram

2) Principal component Analysis 
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Experiments

NLP tasks:
Neural architecture:

Analogical task:
Evaluation sets: 
• 8,869 semantic 
• 10,675 syntactic

Similarity task:
Evaluation sets: 
• WordSim353 
• RW
• MEN 

Data: Gigaword corpus 
composed of 4 billion words
Vocabulary size:  239K words

Word embeddings: 

1. Setup: 

2. Results: 
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Best-AutoE achieves best results on NLP tasks

2. Similarity task   

How similar is pizza to pasta?
How related is pizza to Italy?

 Similarity 
 Relatedness

Measuring:

Brief Article

The Author

May 18, 2016

Embeddings
NLP Tasks Similarity Task Analogical

POS CHK NER MENT WS353 RW MEN Task
Acc. F1 Spearman’s ⇢ Acc.

CBOW 96.01 90.48 78.32 55.49 59.0 46.5 60.9 57.2

Skip-gram 96.43 89.64 77.65 57.80 55.8 50.2 66.2 62.3

GloVe 95.79 86.90 76.45 54.49 53.3 41.0 66.0 65.5
CSLM 96.24 90.11 76.20 57.34 47.8 43.4 48.2 27.4

w2vf-deps 96.66 92.02 79.37 58.06 52.3 43.5 55.7 42.70

Table 1: Performance of word embeddings on the NLP tasks.
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Dim. Embeddings
NLP Tasks Similarity Task Analogical

POS CHK NER MENT WS353 RW MEN Task
Acc. F1 Spearman’s ⇢ Acc.

600 Best-Concat 96.67 91.88 81.06 58.20 57.0 48.6 69.4 71.4

200
Best-PCA 96.45 90.13 79.66 60.22 57.9 49.5 71.3 70.7
Best-AutoE 96.64 91.35 80.43 60.39 55.8 44.6 64.9 62.0

Table 2: Performance of combined word embeddings on the NLP tasks.
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⁃ Part-of-speech tagging (POS): syntactic roles (noun, adverb, etc.)
⁃ Chunking (CHK): syntactic constituent (noun phrase, verb phrase, etc.)
⁃ Named Entity recognition (NER): person, company, etc.
⁃ Mention detection (MENT): begin, inside, and outside
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Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
drawing from some noise distribution, typically the unigram distribution, . For simplicity

let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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 Word embedding
– A low-dimensional continuous vector representation for each word
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2. Principal Component Analysis (PCA) 

✤ Convert correlated variables into uncorrelated variables called principal 
components. 
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1. NLP Tasks:
⁃ Part-of-speech tagging (POS): syntactic roles (noun, adverb)

⁃ Chunking (CHK): syntactic constituent (noun phrase, verb phrase)

⁃ Named Entity recognition (NER): person, company, etc.

⁃ Mention detection (MENT): begin, inside,outside.

Let's imagine at training step  we observe the Jrst training case above, where the goal is to

predict  from . We select  number of noisy (contrastive) examples by
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let's say  and we select  as a noisy example. Next we compute the loss for
this pair of observed and noisy examples, i.e. the objective at time step  becomes

.

The goal is to make an update to the embedding parameters  to improve (in this case,
maximize) this objective function. We do this by deriving the gradient of the loss with respect to

the embedding parameters , i.e.  (luckily TensorFlow provides easy helper functions

for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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MEN

contains only words that appear as image labels in the ESP-Game and MIRFLICKR-1M16 collections, thus ensuring full coverage to researchers that train visual models from these resources. MEN consists of 3,000 word pairs with [0, 1]-normalized semantic relatedness 
ratings provided by Amazon Mechanical Turk workers (via the CrowdFlower17 interface). For example, beach/sand has a MEN score of 0.96, bakery/zebra received a 0 score. 

:-(

Let's imagine at training step  we observe the Jrst training case above, where the goal is to
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maximize) this objective function. We do this by deriving the gradient of the loss with respect to
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for doing this!). We then perform an update to the embeddings by taking a small step in the
direction of the gradient. When this process is repeated over the entire training set, this has the
effect of 'moving' the embedding vectors around for each word until the model is successful at
discriminating real words from noise words.

We can visualize the learned vectors by projecting them down to 2 dimensions using for
instance something like the t-SNE dimensionality reduction technique. When we inspect these
visualizations it becomes apparent that the vectors capture some general, and in fact quite
useful, semantic information about words and their relationships to one another. It was very
interesting when we Jrst discovered that certain directions in the induced vector space
specialize towards certain semantic relationships, e.g. male-female, gender and even country-
capital relationships between words, as illustrated in the Jgure below (see also for example
Mikolov et al., 2013).

This explains why these vectors are also useful as features for many canonical NLP prediction
tasks, such as part-of-speech tagging or named entity recognition (see for example the original
work by Collobert et al., 2011 (pdf), or follow-up work by Turian et al., 2010).
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3. Word analogy
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✤ Word embeddings:
✦ data: corpus Gigaword (english) 
✦ Vocabulary: 239k words 
✦ Parameters:

✤ Analogy task
✦ Questions: 

- 8869 semantic
- 10675 syntactic

✤ Similarity task:
✦ Data: 

- WordSim353 
- RW (2034)
- MEN (3000)

Evaluation data

✤ NLP tasks
✦ Data:

Embeddings Ngram Dim. Neg.

CBOW
Skip-gram
GloVe

5
200

5
5
-

w2vf-deps - 5

Task Benchmark Train Dev Test

POS
CHK
NER
MENT

Penn Treebank
CoNLL 2000
CoNLL 2003
Ontonotes

958k
191k 
205k
736k

34k
21k
52k
102k

58k
47k
47k
105k
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➡These embeddings carry different information
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[Ghannay, et al., 2016]
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Embeddings
NLP Similarity

Analogy
POS CHK NER MENT WS353 RW MEN

Acc. F1 Spearman’s rank rho Acc.

Skip-gram
w2v-deps
GloVe

96,43
96,66
95,79

0,896
0,920
0,869

0,776
0,793
0,764

0,578
0,580
0,544

0,558
0,523
0,533

0,502
0,435
0,410

0,662
0,557
0,660

62,30
42,70
65,50
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Quantitative evaluation:

Experimental results

!13

task-dependent Out-of-domain
Bench. ELMo FastText GloVe Skip-gram CBOW ELMo FastText GloVe Skip-gram CBOW
M2M 88.89 72.13 92.54 88.87 89.39 91.14 93.01 91.77 93.19 92.13
ATIS 94.38 85.72 92.95 90.84 91.87 94.93 95.52 95.35 95.62 95.77
SNIPS 78.68 76.35 87.40 82.10 83.94 90.29 94.85 93.90 94.43 94.05
SNIPS70 53.06 38.19 63.65 47.11 49.76 75.19 79.75 78.68 78.90 80.13
MEDIA 80.26 71.73 82.66 80.01 79.57 86.42 85.30 85.11 85.95 86.06

Table 2. Tagging performance of different word embeddings trained on task-dependent corpus (ATIS, MEDIA, M2M, SNIPS
or SNIPS70) and on huge and out-of-domain corpus (WIKI English or French) on all benchmark corpora in terms of F1 using
conlleval scoring script (in %)

3.4. Qualitative evaluation

To perform a visual evaluation of the word representations
we computed the t-SNE representations of the data sets trans-
formed using the various embedding methods. For a given
method and task, we compared the t-SNE obtained using em-
beddings learned on a small in-domain corpus versus a large
general corpus (WIKI). This visual evaluation concerns the
words that carry out frequent semantic tags that have an F1
score lower than the median. An example on MEDIA (top)
using ELMo and on SNIPS70 using Skip-gram (bottom) is
given in Figure 1. When comparing the representations, we

MEDIA WIKI

SNIPS70 WIKI

Fig. 1. t-SNE representations on MEDIA using ELMo and on
SNIPS70 using Skip-gram, showing the most frequent tags
that have F1 score below the median, when they are trained
on Media or SNIPS70 and Wikipedia data (WIKI)

observe that tags of the same types are more scattered on
the representation learned on the small in-domain corpus,
whereas they are more compact and clustered when using
the large and general corpus. This better separation between
terms may allow the downstream model to generalize more

efficiently. This phenomena is observed for all the embed-
dings on all the benchmark corpora.

We were also interested to the evaluation of computation
time needed to train and test the embeddings. For training
and test time, we observe that ELMo is the slowest one, how-
ever we can avoid training time by using pre-trained models.
Regarding to the obtained results, for example for MEDIA,
ELMo achieves the best results followed by CBOW which is
the fastest in terms of train and test time. As for dialog system
the SLU model has to be simple, robust, efficient and fast, in
this case CBOW is the adequate approach we can use.

4. CONCLUSIONS

This paper presented the evaluation of the word embeddings
on SLU task. In this study, we were interested in provid-
ing semantic evaluation of common word embeddings ap-
proaches (ELMo, FastText, GloVe, Skip-gram and CBOW).
We also investigated the use of two different data sets to train
the embeddings: small and task-dependent corpus or huge
and out-of-domain corpus. Experiments were carried out on 5
benchmark corpora (ATIS, SNIPS and SNIPS70, M2M, ME-
DIA), on which a relevance ranking was proposed in the liter-
ature. Experimental results show that embeddings trained on
huge and out-of-domain corpus yields to better results than
the ones trained on small and task-dependent corpus, since
huge and out-of-domain corpus can capture general seman-
tic and syntactic characteristics that remain relevant to SLU
tasks. A conclusion from these experimental results is that
the count-based approaches like GloVe are not impacted by
the lack of data. However CBOW, Skip-gram and especially
FastText need more data for training to be efficient. Each
of these embeddings is better in one of the benchmark cor-
pora except CBOW that achieves the best results on ATIS and
SNIPS70. The obtained results are interesting, since the em-
beddings are not tuned during training and we are not using
additional features, so those results can be easily improved.
Moreover, ELMo is the slowest one in terms of train and and
test time, and for downstream tasks (e.g. dialog system), it is
preferable to use the fastest embedding model that achieves
good performance.

✓ The embeddings trained on huge and out-of-domain corpus yields to better results 
than the ones trained on small and task-dependent corpus

✓ Context independent approaches outperform significantly the contextual 
embeddings when they are trained on out-of-domain corpus except for MEDIA

Tagging performance of different word embeddings trained on task-dependent corpus (ATIS, MEDIA, M2M, SNIPS or SNIPS70) 
and on huge and out of domain corpus (WIKI English or French) on all benchmark corpora in terms of F1 using conlleval 

scoring script (in %) 

TASK-DEPENDENT DATA VS OUT OF DOMAIN DATA

QUANTITATIVE EVALUATION

[Ghannay, et al., 2020]
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Qualitative evaluation: CBOW
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SNIPS70 WIKI

Experimental results
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Qualitative evaluation: ELMo
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Experimental results
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NEURAL NETWORKS APPROACHES FOCUSED ON FRENCH SPOKEN 
LANGUAGE UNDERSTANDING: APPLICATION TO MEDIA EVALUATION TASK 

• Evaluate the performance of BERT approaches on the MEDIA task through two different 
ways:
- I)Fine-tune BERT on SLU task using two French models: CamemBERT and FlauBERT
- II)Integrate the extracted BERT’s contextual embeddings to the BiLSTM and BiLSTM-

CNN architectures, instead of CBOW 

Error Rate (CER), which is estimated like the Word Error Rate (WER). The CER is used to compare
our approach with the State-of-the-Art proposed by Simonnet (2019) and noted biRNN-EDA. We also
reported the results of the best system presented in table 2.

Architecture Embed. Training data Embed.’s approach F1 CER
biRNN-EDA – – – 10.7

BiLSTM-CNN WIKI CBOW (dim=300)† 87.40 9.88
CBOW (dim=768) 86.80 10.11

FineTune BERT (i)
oscar 138 GB CamemBERT-base 89.18 7.93
ccnet 135 GB CamemBERT-base 89.37 7.56
heterogeneous corpus 71 GB FlauBERT-base 89.04 8.13

BiLSTM ccnet 135GB (ii) CamemBERT-base (dim=768) 86.59 10.45
BiLSTM-CNN CamemBERT-base (dim=768) 87.15 10.11

Table 3: Performance on Test MEDIA in terms of F1 and CER scores of the proposed systems († is the
best system presented in table 2).

i) We propose to fine-tune BERT on SLU task using two French models: CamemBERT (Martin et al.,
2020) and FlauBERT (Le et al., 2020) base models. Results in table 3 show the performance of BERT’s
models on SLU task. The best results achieved using CamemBERT base model trained on ccnet data. It
yields 29.35% of relative improvement in terms of CER reduction in comparison to the baseline (7.56
vs 10.7). In addition, it outperforms the proposed BiLSTM-CNN system and improves the prediction of
some tags: “nom, chambre-fumeur, objet, ...”. We observe that the models CamemBERT base (trained
on OSCAR data) and FlauBERT obtain competitive results in terms of F1 and CER scores. Note that
CamemBERT and FlauBERT base models achieve better results than the large models.

ii) Last, we propose to integrate the extracted BERT’s contextual embeddings to the BiLSTM and
BiLSTM-CNN architectures, instead of CBOW word embeddings. Based on the results of i) we used the
embeddings extracted from CamemBERT base model trained on ccnet data. After tokenizing the ME-
DIA corpus, the CamemBERT model was applied on the resulting data to extract the embeddings of 768
dimensions, for each sub-word from the last transformer layer. The token embeddings corresponds to the
sum of its sub-word embeddings. A new CBOW embeddings is trained on WIKI data with dimension 768
to have comparable results. Results (last 2 lines) show that the use of CamemBERT contextual embed-
dings achieves competitive results in comparison to CBOW embeddings whatever the architecture used
(BiLSTM or BiLSTM-CNN). Those results corroborate the results reported by Ghannay et al. (2020),
in which, CBOW and ELMo (Peters et al., 2018) embeddings obtained comparable results in terms of
F1 score (86.06 vs. 86.42). Last, the results with BiLSTM and BiLSTM-CNN architectures reveals the
importance of character embeddings, even when they are combined with contextual embeddings.

4 Conclusions and future work

The paper presented a study focuses on French Spoken Language Understanding (SLU) task using the
MEDIA corpus. First we proposed the evaluation of whether updating the word embeddings during train-
ing improves or not the results, according to several scenarios.Second, we proposed to use a BiLSTM-
CNN architecture that integrates character embeddings as additional features. Last, we proposed to
evaluate the performance of BERT approaches on the MEDIA task through different ways.

Experimental results show, that the word embeddings needed to be updated during SLU model training
are the ones trained on small corpus like MEDIA. However, It is better for word embeddings trained
on huge and out-of-domain to be frozen, since those word embeddings have captured enough general
semantic and syntactic characteristics relevant to SLU task. More, The word embeddings trained on
WIKI and WIKI+MEDIA achieve comparable results. This shows that, we don’t need to use both a
task-dependent corpus and another out-of-domain corpus to train the word embeddings. In addition,
we observed the usefulness of character embeddings when added as additional features. Regarding
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➡I)CamemBERT base model trained on ccnet data achieves the best results
‣ 29.35% of relative improvement in terms of CER reduction in comparison to the 

baseline (biRNN-EDA)
‣outperforms BiLSTM-CNN system and improves the prediction of some tags: 

“nom, chambre-fumeur, objet, …'
‣Achieves comparable results to FlauBERT base model 

➡II) the use of CamemBERT contextual embeddings achieves competitive results in 
comparison to CBOW embeddings whatever the architecture used (BiLSTM or 
BiLSTM-CNN)
‣ the results with BiLSTM and BiLSTM-CNN architectures reveals the importance of 

character embeddings, even when they are combined with contextual embeddings. 



TOOLS

Tools available to build the embeddings
✦ Word2vec Mikolov:  https://github.com/tmikolov/word2vec
✦ W2vf-deps Levy: https://levyomer.wordpress.com/2014/04/25/dependency-based-

word-embeddings/
✦ Glove Pennington:  https://nlp.stanford.edu/projects/glove/ 
✦ Fasttext: https://fasttext.cc/docs/en/support.html
✦ ELMo: allennlp https://github.com/allenai/allennlp/blob/master/tutorials/how_to/

elmo.md
✦ BERT:  https://pypi.org/project/bert-embedding/
✦ wav2vec 2.0: https://ai.facebook.com/blog/wav2vec-20-learning-the-structure-of-

speech-from-raw-audio/
✦ Python library: gensim
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Sitography/cknowledgment  

- Lectures:
-  Dan Jurafsky: Vector Sementic, Standford university 
-  Yannick Estève: Semantics, Avignon université
- Sophie Rosset, LISN, CNRS :

- https://sophierosset.github.io/docs/eidi-dhm.pdf
- https://bigdataspeech.github.io/EN/ 

- Tutorials:
- https://ahmetozlu93.medium.com/long-short-term-memory-lstm-networks-

in-a-nutshell-363cd470ccac
- https://missinglink.ai/guides/convolutional-neural-networks/convolutional-

neural-network-tutorial-basic-advanced/
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Practical session 

Lectures:  https://saharghannay.github.io/files/Cours_Master_EN.pdf
PS:  https://saharghannay.github.io/courses/cours1/example1/
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